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1. Introduction 

The development of dual-modality tomography system has gained a lot of attention among researchers in process 

industry. Rather than current single modality system, dual-modality tomography system has demonstrated its ability to 

distinguish between process components within an object space by utilising the same measuring technique. Ultrasonic 

tomography (UT) and electrical resistance tomography (ERT) have been popularly applied in numerous industrial 

processes, especially in multi-phase flow measurement and process monitoring [1]. Despite the fact that both approaches 

have demonstrated their utility in the process industry, a large number of researchers and institutions still invested their 

interest and time in the development of UT and ERT [2], [3]. Dual-modality tomography has been identified as a potential 

solution to the shortcomings of both UT and ERT methods by combining their greatest features. The construction of a 

system by applying these advantages is expected to satisfy the requirements for imaging multi-phase media.  

 

Measurement data obtained from a set of several projection data of electrical resistance and ultrasonic transmission 

acquired from different angles around the pipe peripheral require mathematical process aiming to reconstruct the 

tomogram image [4]. The process was implemented due to its high computation speed and low computation cost [5]. In 

dual modality system, the acquired data obtained have to be properly interpreted as tomogram image. A forward problem 

is used to determine the theoretical voltage received by the sensors, whereas, the inverse problem is implemented to 

estimate the distribution of image from the sensor measurements. The following sections explain the forward problem 

and inverse problem, as well as the algorithm used. Finally, a new technique circular detection (CD) is introduced to 

improve the reconstruction image and fusion technique using discrete wavelet transform (DWT). 

 

 

 

 

 

ABSTRACT 

Image reconstruction is one of significant element in the monitoring of a two-phase flow system. This 

paper presented image reconstruction algorithms for use in dual modality tomography (DMT) by 

combining ultrasonic tomography and electrical resistance tomography to visualise cross-sectional images 

of two-phase liquid/gas. The forward and inverse problems in image reconstruction are discussed, as well 

as various algorithms including linear back projection (LBP), filtered back projection (FBP), circular 

detection (CD), threshold (TH) and discrete wavelet transform (DWT) algorithms. Furthermore, the 

methods to assess the quality improvement of reconstructed image are also presented. 
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2. The Forward Problem 

The purpose of the forward problem is to compute the theoretical output from sensed data and sensing area by 

discretizing an image plane into a grid of 64×64 pixels for each sensor projection. The theoretical output data from the 

sensor will then resemble the measurement area. The developed ERT-UT DMT system uses PVC sensor jig column with 

inner diameter that act as the region of interest (ROI) for measuring liquid/gas two-phase flow. The ROI area must first 

be converted into smaller elements known as pixels according to Equation 1, 

where Px is the number of pixels, D is the diameter of inner pipe and N is the number of pixels in ROI. The square pixels 

will be used to display distribution of the normalized conductivity (ERT) and normalized voltage distribution (UTT) of 

each pixel to construct a tomogram image. Hence, the forward problem can be determined by modelling both UT and 

ERT sensor projections to their corresponding sensitivity map matrices [6]. 

 

2.1 Ultrasonic Projection 

The ultrasonic tomography system utilized ultrasonic transceivers that can be functional as transmitters or receivers. 

As indicated in Figure 2.1, every transceiver is systematically arranged and distributed evenly around the circumference 

of the sensor jig. The ultrasonic transmitters will then send excitation pulses to the receiving pairs via sensor jig by using 

the transmission mode method. During each transmission, the transceivers transmit two cycles of pulse. In each 

transmitting transceiver controlled by a microcontroller, there will be corresponding receiving transceivers. 

 

 
 

Figure. 1.  Position of ultrasonic sensors 
 

2.2 Ultrasonic Sensitivity Map 

The ultrasonic transceiver forms sound waves that travelling through a medium with a particular beam divergence 

angle. The waves spread out in all directions across the medium before received by the receivers. Hence, sensitivity map 

is used to interpret the transmission and reception paths of active sensors within the projection area. Every pixel value in 

the sensitivity map represents the sensitivity area of the ultrasonic wave propagation, assuming that ultrasonic waves 

travel in straight lines with no obstructions in its travelling path. 

 

2.3 ERT Sensitivity Map 

The forward problem on ERT is being considered when determining the surface voltages resulting from a particular 

electrical conductivity distribution and current density on the excitation electrodes. To address the problem, it is a 

necessity to understand the mathematical model that defines the electric field inside the imaging area. The frequency of 

alternating current supplied into the sensing region is typically low to ignore the magnetic field effects and the material 

properties. 

 

The sensitivity matrices in ERT represent the response of sensor to a single stimulus in sensing area. By employing 

different-conductivity material, the sensitivity map can be measured directly from the electrode and the response from 

each electrode pair is then collected [7]. The sensitivity maps can be obtained in a more practical and time-efficient 

method using Equation 2, 

 

𝑃𝑥 =
𝐷

𝑁
 (2) 
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where i is the potential generated by the i electrodes driving the current and j is the potential resulting from the j 

electrodes driving the current. Each electrode pair generates both currents, Ai and Bj. 

 

 

3. Linear Back Projection Algorithm 

Linear Back Projection (LBP) method is the most preferable by many researchers. Based on transposed matrix 

multiplication, it is the fastest and simplest algorithm to use because of its fast processing time compared to other 

algorithms. Although the LBP suffers from low quality reconstruction, this algorithm has proven due to its fast 

computation compared to more accurate iterative approaches [8]–[11]. Therefore, in imaging liquid/gas using dual 

modality technique, LBP could provide adequate imaging results for multiphase flow involving contrast or distinct 

materials such as water/gas.   

 

Calibration process is initially executed before further process can be performed. Calibration occurs when the sensor 

jig column is filled with water (homogeneous medium) for both UT and ERT systems. The output matrices require 

standardisation, hence normalization has to be performed earlier. For each transmitting and receiving pair (UT), excitation 

and measurement pair (ERT), normalized sensitivity map is obtained using the following Equation 3 and Equation 4. 

 

�̅�𝑻𝒙,𝑹𝒙
= 

STx, Rx

Pm

  (3) 

 

 

The VLBP (x,y) depicted the image concentration acquired from the LBP algorithm in 64×64 matrix, where n is equal 

to the sensitivity matrix dimension. The 𝑆�̅�𝑥,𝑅𝑥
(𝑥, 𝑦) is the normalised sensitivity map for the projection of the transmitter 

Tx to the receiver Rx, and 𝑉𝑇𝑥,𝑅𝑥 
 is the value of sensor loss for the projection of transmitter Tx to receiver Rx. Sensor loss 

is the difference between the homogeneous flow and non-homogeneous flow. Homogenous flow refers to the full flow, 

whereas non-homogeneous flow is the flow condition that occurs when a phantom or object exists within the vertical 

sensor jig column. Equation 5 represents the 𝑉𝑇𝑥,𝑅𝑥  . 

 

 

 

The 𝑉𝑐𝑎𝑙(𝑇𝑥 , 𝑅𝑥)  is the electric potential measured in full water flow when Tx acts as an excitation electrode and Rx 

acts as receiver electrode, whereas Vmeas (Tx, Rx) is the electric potential measured in non-homogeneous flow when Tx 

acts as excitation electrode and Rx acts as the receiver electrode. The algorithm was then programmed with sensor loss 

value and sensitivity maps in order to produce image. In LBP, the sensor loss was then recorded by taking all independent 

measurements for a specific phantom. The tomogram image reconstruction is performed  with LBP algorithm once all 

scans are completed.  

 

Block diagram shown in Figure 2 illustrates a programming code for LBP algorithm to produce a tomogram image. 

The acquired measurement data from each modality were received in 2-D array and multiplied with a 64×64 normalised 

sensitivity map as in Equation 4. A while loop structure was implemented to perform loop execution for both UT and 

ERT. For each execution, the normalised sensitivity map is multiplied with the corresponding measurement data. 

 

Si,j(x,y)= ∫
∇∅i

Ai

∙
∇∅j

Bj

dxdy

P(x,y)

 (2) 

𝑽𝑳𝑩𝑷(𝒙,𝒚) = ∑ ∑ 𝑽𝑻𝒙𝑹𝒙
× �̅�𝑻𝒙,𝑹𝒙

(𝒙, 𝒚)

𝒏

𝑹𝒙=𝟎

𝒏

𝑻𝒙=𝟎

 (4) 

VTx,Rx
= 

Vcal (Tx,Rx) - Vmeas (Tx,Rx)

Vcal (Tx,Rx)
 (5) 
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Figure. 2.  Graphical code for LBP algorithm 

 

 

4. Filtered Back Projection Algorithm 

LBP has its limitations that it is unable to give a uniform concentration profile during a full flow or uniform 

distribution condition. This caused by the amount of the intensity received by the receivers are different due to the sensor’s 

position and angle. Theoretically, in full flow condition or when the flow distribution is uniform, the concentration matrix 

should have constant value. However, LBP has resulted high concentration at the centre of the ROI. To overcome the 

problem, a filtered back projection (FBP) for full flow condition is implemented. A filter mask was introduced and has 

the same dimensions as the sensitivity matrices produced.  The filter mask consists of weighting factor of the individual 

pixels to obtain a uniform concentration profile during full flow condition or when the sensor has equal outputs. The 

following equation is used to obtain the filter matrix.   

 

where: 

 

𝑉𝐿𝐵𝑃(𝑥,𝑦) =  ∑ ∑ 𝑉𝑇𝑥𝑅𝑥

𝑛

𝑅𝑥=0

× 𝑆�̅�𝑥𝑅𝑥 (𝑥, 𝑦)

𝑛

𝑇𝑥=0

 

 

Pm = Highest magnitude in pixel in matrix VLBP (x, y) 

F (x, y) = Filter matrix 

 

The Filtered Back-Projection algorithm is a product of the concentration profile obtained using the VLBP (x, y) and a 

filter matrix F (x, y) from Equation (6), represented as in Equation 7. 

 

 

 

 

5. Circular Detection Technique 

Circles are common geometric structures of interest in modern computer vision applications. The use of Circle 

Hough Transform (CHT) is to locate circular patterns which represent gas column in liquid/gas two-phase 2-D tomogram 

images. Many circular algorithms have been investigated and developed by researchers. Nevertheless, the standard Hough 

Transform (HT) is the most desirable due to its robust techniques for circular detection. The technique can be extended 

to find multiple circles. In CHT technique, it takes information and a known radius and outputs the centre of the circle 

with the radius, which is the best fit information [12]. Then it is carried out by setting an accumulator grid, and all are 

initialized to zero. At this point, each data point votes on where the circle centre is possibly located. The circle can be 

written in Equation 8, 

𝑭(𝒙, 𝒚) =  
𝑷𝒎

𝑽𝑳𝑩𝑷(𝒙,𝒚)

      ;  𝑽𝑳𝑩𝑷(𝒙,𝒚) > 𝟎 

 

                                                                      0   ; VLBP (x, y) = 0 

(6) 

GFBP (x,y) = F (x, y)×VLBP (x, y) (7) 
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where a is the centre of circle in the x-axis direction, b refers to the centre of circle in the y-axis direction and R are the 

variables. A surface in the (a, b, R) are three-dimensional parameter space which is created for each edge point (x, y) in 

the reconstructed image, where two of the three parameters refers to the position of the centre of detected circle (a, b) 

and the third one represents the circle of the radius R. The circle parametric is represented by Equation 9 and Equation 

10. 

 

x = a + r cos (θ) (9) 

 

 

Therefore, the parametric space for the circle is denoted as R3. The complexity of the HT rises as the number of 

parameters needed to define the image increase, as well as the dimensions involved. It is expected that CHT will produce 

triplets of (x, y, R) with high circles in the image. The edges must be determined first, and for every single edge point, a 

circle with the desired radius is obtained by assuming the edge point as the centre. Figure 3 shows a circle drawn in the 

parameter space. 

 

 
 

Figure. 3.  Parametric space representation of a circle 
 

The size of accumulator matrix is essentially the same as the parameter space at the perimeter coordinates, where ‘a’ 

value represents x-axis, ‘b’ value represents y-axis, and the radius of the drawn circle represents z-axis. During this 

process, every time a circle is drawn with the required radius around each edge point in the input image, the values in the 

accumulator will increase. When the process has completed all of the edge points and radiuses, it moves on to the 

accumulator. The accumulator numbers represent the number of circles derived from the coordinates of individual circles. 

This is illustrated in Figure 4. 

 
y

y

x x  
 

Figure. 4.  Circular concepts in Hough Transform 

 

 

6. Discrete Wavelet Transform 

Image fusion algorithm aims to gather all information from different images of a captured scene from UT and ERT 

systems. Image fusion is defined as the process of combining two or more images into one while preserving the important 

characteristics of every single original images. In a variety of image processing operations such as object detection, 

feature extraction and segmentation, image fusion produces a new image that is more suitable for human and machine 

attention [13]. Image fusion techniques are classified into several types. It is determined by which domain is the fusion 

(x - a ) + (y - b ) = R2 (8) 

y = b + cos (θ) (10) 
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is carried out, either in time domain or frequency domain. Each of these techniques can be classified into two types, 

spatial domain techniques and spectral domain techniques [14]. 

 

In producing image, fusion rule is a major criterion that must be carefully selected. Fusion rule is the critical 

component in image fusion, influencing the quality and speed of the fused image. In DMT, two reconstructed images 

obtained from UT and ERT can cause a little shape change since images were taken from different angles. The primary 

step during the fusion process is to register the input images to validate each pixel at correlated images has interconnection 

between images to resolve image drawback. These two images which have the same scene can register between them by 

connecting several control points. Then resampling is carried out by adjusting each image to same dimension and size 

before executing the fusion process [15]. Finally, an inverse transfer is performed if the image produced has been 

transferred to another domain. Figure 5 depicts the pre-processing of image fusion. 

 

ERT image

UT image

Image 

registration

Image 

sampling
Image fusion Fused image

 
 

Figure. 5.  Pre-processing of image fusion 
 

Wavelet transform fusion is achieved by implementing the wavelet transforms W of the two registered input images 

I1(x, y) and I2(x, y) from UT and ERT with the determined fusion rule . The inverse wavelet transform W−1 is then 

computed, and the fused image I(x, y) is reconstructed. This can be represented by Equation 11 and the process of image 

fusion is illustrated in Figure 6. 

 

𝑰(𝒙, 𝒚) =  𝑾−𝟏[𝝋{𝑾(𝑰𝟏(𝒙, 𝒚)), 𝑾(𝑰𝟐(𝒙, 𝒚))}] (11) 

 

where I1 is image 1, I2 is image 2, W is discrete wavelet transform operator, and W-1 is inverse wavelet transform. 

 

ERT Image

UT Image

LL
2

A LL
2
A

LL
2

A LL
2
A

LH
1

A

HL
1
A HH

1
A

LL
2

B LL
2
B

LL
2

B LL
2
B

LH
1

B

HL
1
B HH

1
B

Fusion 

decision map

LL
2
f LL

2
f

LL
2
f LL

2
f

LH
1
f

HL
1

f HH
1
f

Fused image
W-1

W

W  
 

Figure. 6.  Fusion two image using wavelet transform 
 

Image fusion with wavelets aims to incorporate the decompositions of wavelet from the two original images (UT 

and ERT) by applying fusion methods to detail coefficients and approximation coefficients. The low frequency 

information is a significant component in the image because it provides the image with the most energy. In wavelet 

analysis, approximations are the low-frequency, high-scales components of the signal, whereas details are the high-

frequency, low-scale components of the signal. Basic mathematical operations such as averaging, subtraction and 

addition are performed in image fusion techniques. The resultant image is obtained using the average rule by averaging 

each corresponding pixel in the input image from UT and ERT.  

 

The graphical code programming for the wavelet fusion of DMT is illustrated in Figure 7.  Image 1 and Image 2 

represent reconstructed images from UT and ERT respectively. The 2-D image was computed to obtain multi-level 

integer wavelet transform of the image. The highest level of approximation coefficient was calculated together with detail 
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coefficient at all levels for the 2-D inputs. Then, the obtained coefficients were combined to compute the fusion image 

using inverse wavelet transform. The fusion rule implemented in the programming is shown in Table 1. 

 
Table 1. Fusion rule setup for fusion image 

 

Fusion Method 

Approximation Detail 

Mean Max 

 

 
Figure. 7. Block diagram of image fusion using Wavelet transform 

 

 

7. Image Quality Assessment 

Image quality assessment is required as a significant tool to ensure the quality of the reconstructed tomogram images. 

Three most common methods in performing assessment images similarity-based technique are the mean squared error 

(MSE), cross-correlation (CC) and peak signal to noise ratio (PSNR). However, these techniques are quite ineffective to 

be recognized in visual quality as they use approach of estimated perceived errors [16]–[18] and are more suitable for 

single modality tomography system [19]. 

 

7.1 Mean Structural Similarity Index Method (MSSIM) 

Mean Structural Similarity Index Method (MSSIM) is used to examine and evaluate reconstructed images from both 

UT and ERT on the single modality mode respectively. The MSSIM method compares similarity of two images from UT 

and ERT and produces output index ranging between zero and one (0-1). At higher index in MSSIM, it represents the 

reconstructed images closer compared to reference images [17], [20]. Equation 12 and Equation 13 show mathematical 

representation of MSSIM. 

 

where: 

X = the reference image 

Y = the distorted image 

x and y = the image content at the jth local window 

M = the image’s number of local windows  

l(x,y) = the luminance comparison function 

c(x,y) = the contrast comparison function 

s(x,y) = the structural comparison function 

, ,   = parameters for adjusting relative importance of the three components 

𝑺𝑺𝑰𝑴(𝒙, 𝒚) = [𝒍(𝒙, 𝒚)]𝜶• [𝒄(𝒙, 𝒚)]𝜷• [𝒔(𝒙, 𝒚)]𝜸 (131) 

𝑴𝑺𝑺𝑰𝑴 (𝑿, 𝒀) =  
𝟏

𝑴
∑ 𝑺𝑺𝑰𝑴(𝒙𝒋, 𝒚𝒋)

𝑴

𝒋=𝟏

 (12) 
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7.2 Area Error 

The area error (AE) is a common method for assessing the quality of reconstructed images in tomographic imaging 

systems. The fundamental idea of this method is similar as the image cross-sectional area for the reference model when 

compared to the reconstructed model. Furthermore, spatial image error in AE refers to the error of cross-sectional area 

or ROI of reference model compared to reconstructed images. If the reconstructed images are smaller compared to the 

reference image, thus, the result in AE will be a negative sign [21], [22]. Equation 14 shows the mathematical 

representation of the AE. 

 

 

 

 

where Na represents the total number of effective pixels in the actual image and Nm represents the total number of 

effective pixels in reference image. 

 

7.3 Thresholding Technique 

Thresholding technique can be used in tomography applications  to clarify the background from the target region 

[23]. Due to the non-linearity and ill-posed nature of the inverse problem, the quality of reconstructed image can be 

enhanced and the concentration areas of gas bubble can be identified by removing the noise pixels [24]. The thresholding 

technique requires the selection of a threshold ratio, which is the ratio of a pixel value to the maximum pixel value. Any 

pixel values outside the defined phase boundaries will be rounded down to zero (global thresholding approach). Equation 

15 and Equation 16 describe the thresholding process for a particular reconstructed image. 

 

𝒁𝑻𝒉(𝒙, 𝒚) = 𝟎, 𝒁𝑻𝒉(𝒙, 𝒚) ≤   (15) 

 

 

 

 

 

8. Graphical User Interface (GUI) Development 

Instead of applying text-based programming, LabVIEW is a graphical programming approach that enables users to 

visualize and obtain necessary information throughout various custom engineering user interfaces. The GUI that has been 

developed for the DMT is depicted in Figure 8. The visualization of projections from both excitation of UT and ERT, the 

sensitivity map distribution of both modalities, together with weight balance map, normalized sensitivity map, and fusion 

images can be observed from the developed GUI. The final reconstructed images for the two-phase liquid/gas are 

subsequently displayed with results of the quality assessment for each image. 

 

In developing the GUI, the interface environment consists of interactive several pull-down menus, graphs and push 

buttons to ease selection and operation. Additionally, users can customize the interface to suit their requirements 

according to research environment.  

 

 
 

Figure. 8. Front panel of the DMT system using LabVIEW 
 

 

AE= 
N  a - Nm

NM

=
𝑵𝒂

𝑵𝒎

− 𝟏 (14) 

𝒁𝑻𝒉(𝒙, 𝒚) = 𝒁𝑻𝒉(𝒙, 𝒚),   𝒁𝑻𝒉(𝒙, 𝒚) ≥   (16) 
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9. Conclusions 

This paper describes the image reconstruction techniques and algorithms for the UT-ERT dual modality by 

implementing the forward and inverse problems. From the forward problem, steps to generate the sensitivity map 

projection is explained. For the inverse problem, the process of reconstructing images using different algorithm such as 

LBP and FBP are discussed. The tomographic imaging obtained depicts the image of the examined area. A proposed 

technique for improving image circular detection and discrete wavelet transform for DMT image fusion has been 

elaborated. Further research is needed to implement the proposed technique and algorithm in various pipe shapes. 
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